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Abstract— A main challenge in swarm robotics is the un-
known mapping between simple agent-level behavior rules and
emergent global behaviors. Currently, there is no known swarm
control algorithm that maps global behaviors to local control
policies. This paper proposes a novel method to circumvent
this problem by learning the agent-level controllers of an
observed swarm to imitate its emergent behavior. Agent-level
controllers are treated as a set of policies that are combined
to dictate the agent’s change in velocity. The trajectory data
of known swarms is used with linear regression and nonlinear
optimization methods to learn the relative weight of each policy.
To show our approach’s ability for imitating swarm behavior,
we apply this methodology to both simulated and physical
swarms (i.e., a school of fish) exhibiting a multitude of distinct
emergent behaviors. We found that our pipeline was effective
at imitating the simulated behaviors using both accurate and
inaccurate assumptions, being able to closely identify not only
the policy gains, but also the agent’s radius of communication
and their maximum velocity constraint.

I. INTRODUCTION

Research on robotic swarms has gained considerable at-
tention for applications where robustness, scalability, and
flexibility are desired, as it allows simple robots with limited
information to execute tasks far beyond their combined
individual capabilities. A fundamental challenge that is faced
by engineers when designing swarm controllers, however,
is the nontrivial mapping between local agent-level policies
and the swarm’s global emergent behavior [1]. This makes
the design of individual behaviors that result in an intended
collective behavior a main challenge in swarm robotics,
for which there is currently no general solution [2]–[4].
Consequently, controller development is usually done in an
iterative, trial-and-error process, guided by designer intuition,
experience, and skill [4]–[6]. In this paper, we propose a
method to design the controllers of individual members of a
robotic swarm by learning the observed modes of motion of
another group of robots or animals.

Swarm robotics is inspired by the behavior of social
animals like ants, termites, birds, and fish [1], [5], [6]. An
influential early approach to reproduce the flocking motion
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Fig. 1: Learning Pipeline for Swarm Imitation.

of large numbers of bird-oid objects (Boids) for computer
graphics was based on postulating the basic behaviors fol-
lowed by each individual [7], such as cohesion, alignment,
and separation. This idea, inspired by an understanding of
natural swarms, has been applied to design the guidance of
robotic swarms for various tasks [8].

More recently, several approaches that learn the underlying
individual controller policies from motion data of existing
swarms have been proposed. This allows imitation learning
of decentralized robot control from centralized demonstra-
tions [9], [10] and learning robot motion patterns from
observations of animal motion [11], [12]. Most existing
solutions for data-driven swarm imitation utilize Neural Net-
works. Graph Neural Networks (GNNs) have been utilized
to parse the system of communicating networks, where each
agent is a node with edges connecting to each agent in its
communication radius [9], [10]. Such GNNs frequently also
have layers of Recurrent Neural Networks (RNNs) to account
for any action in the controllers that relates to previous states
[11], [13]. A more recent approach utilizes Knowledge-
based Neural Ordinary Differential Equations (KNODEs) to
accomplish swarm imitation [12]. This approach allowed for
the embedding of prior knowledge about the local agent
controller and allows a simple neural network to approximate
the local agent behavior in conjunction with it. However,
similar to other Neural Network-based controllers, agent-
level controller policies may not be well-defined on the entire
input space, which may result in unexpected behavior of
individual agents.

Swarm controllers have also been modeled as a linear
combination of specific features of an agent’s neighborhood,
such as polynomials of the distance between agents or to a
centroid, and Bayesian optimization has been used to train a
parameter matrix to model the behaviors of a swarm with the
same features [14]. However, this approach may be limited in
that it requires a complete understanding of which nonlinear
features are important to a given swarm before training.
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A useful imitation paradigm for swarms would therefore
be capable of quantitatively decomposing swarm behavior
into distinct controller policies which have a clear interpre-
tation. A decomposition of this nature would provide insight
into the relationship between local and global behaviors. In
this work, we introduce an imitation pipeline capable of
decomposing swarm behavior by observing the trajectories
of agents in a swarm. Figure 1 presents the steps of the
method, which is characterized by treating agent controllers
as a set of policies that can be combined to determine the
agent’s change in velocity over a given time step.

In our framework, the policies are linearly combined and
then saturated, making the controller linear in the parameters
over a range of inputs. Over a subset of the data linear regres-
sion can then be used as a first pass to identify the strength
(gain) of each policy, and global optimization methods can
be employed to refine the results. In parallel, an algorithm
is employed to identify the radius of communication be-
tween swarm agents, and the maximum observed velocity is
recorded directly after processing the trajectory data. Due to
the relative simplicity of each step in the proposed pipeline,
the results of the decomposition are understandable and
insightful at each step. By applying our method to both
simulated and natural swarms, we demonstrate that it is
capable of learning maximum observed velocity and radial
communication constraints between swarm agents as well
as correctly identifying and assigning weight to individual
controller policies.

This work provides several unique contributions: First, we
provide a pipeline for swarm imitation that is explainable
at every stage, allowing for a straightforward interpretation
of the results. Additionally, our pipeline is the first that is
capable of inferring the radius of communication between
local agents. Our methodology has been proven effective
by application to both simulated and vision-tracked natural
swarms. The pipeline has a potential impact in many areas
where decentralized swarms hold advantages over centralized
swarms where communication links cannot be broken. This
includes the use of large drone swarms in search and rescue
and military applications.

The rest of this paper is organized as follows: the problem
solved by our method is defined in the next section; Sect. III
presents details of the proposed method, which is evaluated
in sections IV and V using simulated and real-world data,
respectively; Finally, conclusions are presented in Sect. VI.

II. PROBLEM DEFINITION

The objective of this work is to design a simple algorithm
to learn the agent-level controllers of an observed swarm
in order to imitate its emergent behavior. We consider 2D
swarms that fulfill a certain set of constraints. First, they
exhibit the defining characteristic of a swarm: the controller
for each agent is decentralized. Additionally, this controller
is dependent only on the actions of neighbors within a certain
radius, r, and the local environment (e.g., boundaries). We
assume that this radius is unknown. We also assume that
each agent i is a single integrator controlled by it’s velocity

vi. Furthermore, we assume that vi depends only on the in-
stantaneous positions and velocities of the agent’s neighbors.
Thus, there is no memory over time.

Finally, the agents motion is constrained to a bounded en-
vironment and is subjected to a maximum observed velocity.

III. METHOD

The fundamental idea behind our method involves mod-
eling the local agent controller vi as a linear combination
of policies θ, where each policy is a nonlinear function
of the velocities and positions of neighboring agents and
environmental factors such as boundaries. The unsaturated
controller of agent i is then written as:

vi(k,θ) = k · θ , (1)

where k is a vector of parameters that weigh each policy,
which we assume is common to all the agents in the
swarm. The policies are constrained to a set that contains
social policies: cohesion (C), separation (Sre), alignment
(A), rotation (R), and steer-to-avoid (St); and non-social
policies: boundary separation (Ws), boundary steer (Wt), and
inertia (I). These policies are illustrated in figures 2 and 3.

Among the social policies, cohesion, separation, and
alignment are consistent with their original definitions in
Boids [7]. To represent additional behaviors exhibited by
several swarms, we also included rotation, which causes
agents to orbit each other in either a clockwise or counter-
clockwise direction depending on the sign of the weight, and
steer-to-avoid, which ensures that agents dodge each other
by changing their direction to avoid collisions. To compute
each social policy, the agents consider the adjacent neighbors
within a radius, such that the neighborhood set Ni of agent
i is defined as

Ni = {j| r ≥ ||pj − pi||} ,

where pi and pj represent the 2D positions of agents i and j,
respectively. The social policies for agent i are then defined
as:

C =
1

|Ni|

|Ni|∑
j=1

pj − pi ,

Sre =

|Ni|∑
j=1

pi − pj

||pj − pi||e+1
,

A =
1

|Ni|

|Ni|∑
j=1

vj ,

R = C⊥ ,

St =
1

||pc − pi||
v⊥i ,

(2)

where pj and vj are the respective 2D position and velocity
of each agent in agent i’s neighborhood, vi is agent i’s
current velocity, pc is a future colliding agent in the path of
the current velocity, e is an integer number, and the ⊥ symbol
denotes the orthogonal vector on the counterclockwise side.
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Fig. 2: Agent Social Control Policies

Fig. 3: Agent Non-Social Control Policies

The non-social policies include boundary separation and
boundary steer, which cause agents to separate and steer
away from the enclosure walls. Additionally, inertia causes
agents to continue moving with their current velocity. Those
policies are defined as:

Ws =
pi − d

||d − pi||3
,

Wt = (dc − pi)
⊥ ,

I = vi ,

(3)

where d is the displacement vector to the closest point on
the boundary, and dc is the displacement vector from the
boundary along the current direction of motion.

In order to accomplish imitation of an observed swarm,
a multi-step process is proposed in this paper (see Fig. 1).
First, the trajectory data of the known swarm is collected and
processed to extract and estimate positions and velocities of
each individual agent. For example, in practical situations,
this can be done by using a computer vision based tracking
system [15]. With the positions and velocities of the known
swarm, observational data such as the communication and
motion constraints are inferred. The relative strengths (gains)
of each control policy can then be determined with linear
regression and refined with nonlinear optimization, which
also enforces the maximum observed velocity constraint.
By combining each of the learned parameters, a complete
imitation can be created, and several metrics are used to
measure its validity. The next subsections present details on
this process.

A. Learning Communication and Motion Constraints

The agents’ maximum observed velocity can be deter-
mined by direct analysis of the available data (i.e., taking
the maximum of all velocities). When working with real data
that may have anomalies due to sensor noise (e.g., vision),
the 99th percentile of the velocity can be taken instead.

To determine the radius of communication, we minimize
the 1 step prediction error of a controller trained with first
pass linear regression at a given radius. Because the space
is discontinuous and nondifferentiable, the following search
algorithm is used: In the first iteration, a number (e.g., 15)
of random radii are selected from the search space, and for
each of them a cost value is computed. To create the next
set, the best solutions (e.g., top 6) are selected, and random
variations of these are used to replace the rejected radii. This
process is repeated for some number of iterations (e.g., 10
times), and the best solution in the final set is selected.

To compute the cost for each radius, we begin by calcu-
lating the influence of each policy (equations (2) and (3))
for each agent at each timestep, based upon the estimated
radius. The linear regression step of our imitation pipeline
(shown in Sect. III-B) is then applied at this specific radius,
outputting a set of weights for each policy. The cost of this
radius and its respective weights are then evaluated as the
sum of the error for a 1-step trajectory prediction:

C(r) =
n∑

i=0

T∑
t=0

∥v∗
i (t)− vi(k,θi(t, r))∥ (4)

where n is the number of neighbors (agents inside the
current radius r), k is the vector output gains from the linear
regression, v∗i (t) is the observed velocity of agent i at time
t, and θi(t, r) is the vector of policies for agent i computed
at time t with the current radius r. Because agent motion
has a velocity constraint on it, the behavior is not linear to
the policies when at maximum velocity. As such, datapoints
at maximum observed velocity are ignored in this step.

B. Learning Policy Weights

Our method requires a two step optimization. Due to the
linearized form of (1), linear regression is initially performed
to identify the initial weights (gains) of each policy in the
controller. In this step, datapoints at maximum observed
velocity are ignored. To consider the maximum velocity
saturation, the initial gains are refined through a nonlinear
optimization step that includes the maximum observed ve-
locity constrained datapoints. This constraint is encoded as:

σ(v) =
{

v |v| ≤ vmax
v
|v|vmax |v| > vmax

(5)

where σ is the constrained version of v.
For the optimization problem, our proposed cost function

considers the difference between the change in velocities of
agents in the observed swarm and the learning swarm:

L(k) =
1

n

n∑
i=0

T∑
t=0

∥v∗
i (t)− σ(vi(k,θi(t)))∥ . (6)
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The optimization problem is then formally posed as:

k = argmin
k

L(k) . (7)

To minimize L(k), vector k obtained with linear regression
is utilized as the first-pass guess for Sequential Least Squares
Programming (SLSQP) in the SciPy library [16], [17].
SLSQP is a nonlinear optimization method that minimizes
an input function by iterating through various estimated
inputs until it returns approximate zero values. A nonlinear
optimization algorithm that does not use boundaries was
desired because the scale of the policy weights should not
be assumed. Unlike many other nonlinear optimization meth-
ods, SLSQP operates without any user-provided boundaries
around the estimated input values, which automates the
algorithm and removes any initial guess bias. For this reason,
it was chosen as the nonlinear optimization method most fit
for the complete pipeline’s purpose.

C. Imitation metrics

Several numerical metrics are considered in analyzing the
efficacy of an imitation. When the policy weights are known
for both the original and imitated swarms (only possible in
controlled simulations), a direct comparison of their values
can be made. In order to compare the emergent behaviors
entirely based on trajectory data, however, we consider three
separate metrics. First, the Mean Absolute Error (MAE)
between the predicted velocity change and the real velocity
change across all timesteps is used to show how similarly
individual agents acted compared to agents in the original
swarm. This is the same loss function in (6), used in the
nonlinear optimization step of our pipeline. So:

MAE = L(k) . (8)

Notice that the difference of predicted and real velocity
change is equivalent to 1-step trajectory prediction, as the
problem is modeled as first order.

We also consider the metrics of Average Minimum Dis-
tance (AMD) and Average Velocity Difference (AVD), as
proposed by [12]. The AMD to a neighbor measures how
cohesive agents in a swarm are over time. For swarms
exhibiting pure flocking behavior, for example, AMD should
converge to a fixed value. AMD is given by:

AMD(t) =
1

n

n∑
i=1

min
j

||pi(t)− pj(t)|| , (9)

where t is the current timestep, n is the number of agents,
and pi and pj are the positions of agents i and j, respectively.
The AVD between swarm agents measures how similar the
velocity vectors are across all agents. For swarms exhibiting
pure flocking behavior, AVD is also expected to converge to
a constant value. It is given by:

AVD(t) =
2

n(n− 1)

∑
i̸=j

||vi(t)− vj(t)|| , (10)

where vi and vj are the velocity vectors of agents i and j.

(a) Original Swarm (b) Imitating Swarm

Fig. 4: Imitation of pure Boids exhibiting flocking behavior
(MAE: 10625.575)

IV. SIMULATIONS

Our pipeline was applied to several different types of both
simulated and physical swarms. Videos of such simulations
and experiments can be watched at: https://tinyurl.
com/acc2023.

In order to verify the efficacy of the pipeline, swarm
simulations were created, which can exhibit any behavior
derivative of the policy set. Training data was generated
consisting of 40 agent, 5 seconds simulations in a 10m by
10m enclosure. Simulations were considered with varying
maximum velocities and communication radii. Training sim-
ulations were generated with Gaussian noise on positions
to emulate robotic sensor noise, with a magnitude of 5%
of the maximum displacement per timestep. Many short
simulations were favored over a single long one, since the
transient behavior of the swarm is assumed to be more
descriptive of the agent controller policies. In steady-state
flocking behavior, agents move in unison, and certain policies
are not clearly demonstrated/activated.

A. Imitating with Same Feature Set

To verify the pipeline’s efficacy upon data that fits its
assumed model, in this subsection the set of policies in
the learning set consisted only of policies in the simulated
swarm, which were assumed to be known.

In our first experiment, we consider a simple, fundamental
case of a swarm of Boids with the policies of cohesion (C),
separation (Sr2), and alignment (A). The weights of these
policies were set to k = [1.00, 1.00, 1.00], the maximum
velocity vmax was 7m/s, and the radius r was 5m. As shown
in Fig. 4b, our methodology was effective at imitating the
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(a) Original Swarm (b) Imitating Swarm

Fig. 5: Imitation of Boids exhibiting flocking behavior with
boundary steer and separation (MAE: 7617.865)

emergent behavior of the swarm. The parameters identified
by our method were k = [1.37, 1.36, 1.31], vmax = 6.19m/s
and r = 4.98m. By analyzing the trajectories, it is evident
that the same distinct flock and direction of motion was
preserved in the imitating swarm. Moreover, the AMD and
AVD against time plots demonstrated that agents across the
two swarms converged to the same average distance and
heading. It is notable that AMD and AVD are mostly smooth
and overlapped with some minor deviations.

To show the behavior of our method when the swarm
includes nonsocial policies, such as separation (Ws) and
steering away (Wt) from boundaries and obstacles we
created a Boids simulation that, besides C, Sr2, and A,
includes Ws and Wt policies, in this order. We used
k = [1.00, 1.00, 1.00, 1.00, 1.00], vmax = 7.00m/s and
r = 5.00m, the trajectories of which are seen in Fig. 5a.
Similarly to the pure Boids case, the pipeline was effec-
tive at identifying the parameters with high precision as
k = [0.98, 0.99, 0.99, 1.10, 0.94], vmax = 8.02m/s and
r = 5.01m, the trajectories of which are seen in Fig. 5b.
The AMD and AVD plots, compared to the pure Boids
case without nonsocial controller policies, exhibited a more
oscillating behavior. The general trend of the behavior was
preserved in the imitation, which in both the AMD and AVD
cases oscillated with roughly the same frequency, magnitude,
and average value.

B. Imitating with an Incomplete Policy Set

It is expected that natural swarms exhibit behaviors that
are similar to commonly used heuristics but with fundamen-
tally different natures. For example, several different inverse

(a) Original Swarm (b) Imitating Swarm

Fig. 6: Imitation of Boids exhibiting flocking behavior with
differing kinds of separation and different policy set. (MAE:
28002.142)

power laws (different e values in (2)) can be used to calculate
separation, which all act along the same line of action but
are linearly independent. In order to evaluate our pipeline
on data whose behavior is not perfectly represented in the
feature set, in this section we show simulations generated
with controller policies that were not in the set used for
learning.

First, we considered a simple case where the imitation
pipeline assumed the incorrect inverse power law and a
nonidentical set of policies. The trajectories observed in
Fig. 6a were generated using the policies C, Sr6, and A with
k = [1.00, 1.00, 1.00], vmax = 7.00m/s, and r = 5.00m. On
the other hand, the trajectories observed in Fig. 6b were gen-
erated using our pipeline with the policies C, Sr2, A, and R.
The imitated policy set was k = [2.10, 1.13, 1.37, −0.46],
vmax = 7.83, and r = 4.96. The values of the imitated policy
set demonstrate the principle that the emergent behavior is
not entirely dependent on the absolute values of the controller
policies and that it can be obtained with an imperfect set
of policies. The trajectories observed in Fig. 6 exhibit the
same cohesive behavior across both the original and imitated.
The policy set k of the imitated swarm accomplishes this
behavior, however, by increasing the value of both C and
Sr2 in order to compensate for a different mode of separation
introduced by Sr6. Moreover, the introduction of rotation
R into the policy set resulted in its introduction into the
policies of the imitated swarm, but it was compensated by
the increased alignment A. The observed differences can be
viewed in both the trajectories, AMD plots, and AVD plots.
The trajectories in Fig. 6b show a mild oscillating behavior
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(a) Original Swarm (b) Imitating Swarm

Fig. 7: Imitation with a partially overlapping policy set. The
original swarm had C, R, and Sr2, and the learning algorithm
with C, A, Sr2, St,R, I , Ws, and Wt. (MAE: 4760.562)

compared to those in Fig. 6a. That effect exacerbated the
differences observed in the AVD plot, especially, since the
oscillation results in slightly different headings despite the
agents traveling in the same general direction. The difference
in the separation parameter resulted in a small, yet noticeable
difference in the AMD plot, where the imitated swarm tended
to flock slightly more closely than the original swarm.

In another simulation, we show that our method allows
the imitation of swarm behaviors whose controller policies
are a proper subset of the imitation policies considered in
the learning algorithm. In this case, the estimated gains
for the unused policies of the original swarm should be
close to zero. We considered a swarm exhibiting rotational
behavior, with the controller policies C, R, and Sr2, in
that order, with k = [1.00, 1.00, 1.00], vmax = 5.00m/s,
and r = 6.00m. The swarm behavior is shown in Fig. 7a.
We then try to imitate the behavior with the complete set
of controller policies, C, A, Sr2, St,R, I , Ws, and Wt.
The parameters of the imitated swarm shown in Fig. 7b
are k = [1.37, 0.00, 1.38, 0.00, 1.38, −0.38, −0.02, 0.00],
with vmax = 5.15m/s, and r = 6.05m. As expected, the
unutilized policy gains returned a value close to zero. The
gains that were utilized were slightly overestimated, but
as shown by the trajectories, the behaviors of the imitated
swarm closely matched the original. Moreover, the AMD
has a similar behavior to the original in terms of convergent
flocking distance. The AVD converged to a larger value, but
the effect on the trajectories was negligible. This result shows
that the imitation pipeline is effective at identifying which
features are unnecessary to imitate different swarms.

(a) Fish Initial Trajectories (b) Fish Imitated Trajectories

Fig. 8: Imitation of a fish swarm through the pipeline. (MAE:
73858.041)

V. FISH SWARM EXPERIMENT

Finally, our pipeline was utilized on a real-life swarm.
To imitate the swarm behavior, the proposed methodology
used data from a 100 guppy fish swarm [18], collected with
the TRex vision tool [15]. The used video is 60 seconds
long with 1900 viable frames, providing 190,000 points of
agent motion data. The natural fish motion consists of short
jumps followed by a still period (see video at https:
//tinyurl.com/acc2023), which is different than the
continuous motion model used in our existing controller
policies. To filter these discrete jumps into a continuous
stream of motion, a low-pass filter was applied to the fish
velocities extracted from the video before they were used in
training. Due to the unknown nature of an individual fish’s
motion, we used a two-pass approach to better approximate
their set of control policies. The first pass is done with all the
features we had available (equations (2), with e = 2, and (3)).
Then, the policies with larger gains (≥ 0.1) were selected. A
final pipeline run was done with only these specific features,
which were found to be Alignment (A), Rotation (R), and
Inertia (I).

The parameters of the imitated swarm were found to be
k = [0.59, 0.17, 0.37], vmax = 5.65cm/s, and r = 5.08cm.
The trajectories observed in figures 8a and 8b presented
some visual differences. The primary difference was that the
initial swarm tended to exhibit more erratic (noisier) behavior
compared to the imitation, which was found to be smoother
and without sudden changes in motion direction. These
differences can be also observed in the AMD and AVD plots.
The AMD of the imitation swarm tended to underestimate
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but was not significantly dissimilar to the original swarm.
The AVD plot, however, resulted in a more jarring difference.
AVD measures the alignment of the swarm, and the behavior
of the original swarm was erratic, so the AVD tended to be
high compared to the imitation. It is also notable that the
trendlines of both AMD and AVD follow a similar pattern
over time, implying similar dynamics in how the overall
swarm moves.

A better imitation can likely be achieved through the in-
clusion of additional controller policies that take into account
the erratic behavior of fish. It is worth noting, however, that
the purpose of this experiment is not to create a perfect
imitation of the neurological processes of the guppies, but
rather to decompose their behavior into simple controller
policies that are able to be implemented in real robots. The
presented imitation accomplishes this using only three simple
controller policies, which are enough to preserve the general
trends of the swarm’s motion.

VI. CONCLUSION AND FUTURE WORK

We have introduced an effective, multi-step machine learn-
ing pipeline to decompose and imitate swarm behavior. Our
algorithm was the first one that explicitly identified the radius
of communication and the velocity constraints. Additionally,
our algorithm was the first to accomplish swarm imitation
without utilizing neural networks, offering greater inter-
pretability and transferability to other problems. Compara-
tively, we have offered an imitation method that decomposes
swarm behavior into understandable controller policies. We
have demonstrated the efficacy of our algorithm by applying
it to a variety of different swarm behaviors, which were
generated both artificially and naturally. Specifically, we have
shown near-perfect imitation from swarm trajectory data that
fits its assumed model. Furthermore, we have shown the
effectiveness of the pipeline on simulated swarm data that
does not fit the assumed model as well as on physical swarms
that exhibit comparatively complex behaviors. Global swarm
behavior can now be decomposed and analyzed at an agent
level, which is instrumental in informing agent controller
design decisions and understanding the relationship between
local and global swarm behaviors.

We did not conduct any stability analysis, however, our
model has bounded output due to the velocity constraints.
Additionally, the decomposition into separate policies would
allow for simpler analysis in future work, as opposed to more
complex approaches. Because we frame agent controllers as a
combination of social and non-social policies, this method’s
applicability expands beyond the simple examples shown.
To improve the modeling of 2D swarms, such as the school
of fish in this paper, more self-interested non-social poli-
cies may be considered. More complex situations involving
higher dimensional motion, or environmental interactions
like pheromone deposition or structure building, could have
equivalent policies used to model the motion of other existing
swarms such as ants or bees.

This work can be expanded by implementing the learned
controllers in robots, utilizing modern machine learning

techniques to generate controller policies by isolating policy
contributions that cannot be approximated with the existing
feature set, and adapting the pipeline to accomplish online
imitation learning. These are some of the lines that we
consider for future research.
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